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Interferometry using spatial adiabatic passage in quantum dot networks
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We show that techniques of spatial adiabatic passage can be used to realize an electron interferometer in a
geometry analogous to a conventional Aharonov-Bohm ring, with transport of the particle through the device
modulated using coherent transport adiabatic passage. This device shows an interesting interplay between the
adiabatic and nonadiabatic behavior of the system. The transition between nonadiabatic and adiabatic behavior
may be tuned via system parameters and the total time over which the protocol is enacted. Interference effects
in the final state populations analogous to the electrostatic Aharonov-Bohm effect are observed.
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I. INTRODUCTION

Quantum information science offers a wealth of new and
potentially important phenomena to explore. One hope is that
these possibilities will translate into practical and unique de-
vices, with functionalities unmatched by classical devices.
One field that has explored quantum mechanical effects and
quantum coherence in particular is the field of light-matter
interactions and especially the couplings and effects investi-
gated in the physics of optically driven multilevel atoms.!
Moving from atomic systems, with particular level struc-
tures, to spatial systems, perhaps defined lithographically,
provides dramatic opportunities to tailor the Hilbert space
and connectivity of the resultant quantum system. This al-
lows natural translations of known effects from the atomic
realm, to the electronic realm. Examples include charge
qubits? and qudits,? adiabatic passage,* and electromagneti-
cally induced transparency.’ A review of some of the
progress in mesoscopic electronic systems, focusing on the
quantum electronics/quantum optics/quantum information
interface can be found in Ref. 6.

The solid-state provides exceptional possibilities for real-
izing spatially defined Hilbert spaces, especially in the con-
text of superconductors, donors in silicon,” and quantum
dots. Here we focus on the latter for conceptual simplicity,
but our ideas are equally relevant to all these implementa-
tions. Quantum dots provide a rich platform for exploring
novel experiments in quantum mechanics and often allow for
fine control over many system parameters. Chains of con-
nected dots are of particular interest, with recent studies in-
cluding examinations of triple quantum dots in GaAs 2DEG
structures,®~12 carbon nanotubes,'? and double quantum dots
in silicon,'# which extend the accessible spatial Hilbert space
to allow clear connections with the quantum optical case.

Coherent tunneling adiabatic passage (CTAP) (Ref. 4) has
been proposed for transporting quantum information and is a
spatial analog of the well-known STIRAP protocol from
quantum optics.! It transports a particle coherently using a
counterintuitive coupling sequence of tunneling matrix ele-
ments. CTAP has been recently demonstrated by Longhi e?
al. using photons in three and multiwaveguides structure!>~!7
but it has also been proposed for observation in quantum
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dots.'3720 Other platforms for which demonstrations of CTAP
have been proposed include phosphorus donors in
silicon,?!~23 where CTAP can be used as the transport mecha-
nism in a quantum computer architecture, and also in
superconductors,?* single atoms in optical potentials,?>?% and
Bose-Einstein condensates.?”-?® STIRAP has also been dis-
cussed for spatial particle motion in quantum dots, see for
example Refs. 29 and 30.

The extensible nature of controlling the spatial location of
states and their connectivity has led to CTAP being extended
to multiple recipients: multiple receiver adiabatic passage
(MRAP) (Refs. 31 and 32) as a means of implementing a
form of fanout for a quantum computer. This branching abil-
ity and the fact that CTAP is a coherent process, lends itself
to investigating interferometry with devices using the CTAP
as the transport mechanism.

Interferometry is a well-known means of probing the
wavelike properties of particles, and nontrivial quantum
phases. There have also been solid-state experiments that
utilize interferometry to observe the wave-like nature of elec-
trons in Aharonov-Bohm (AB) and related interferometers
for “which-path” measurements.>*>> The AB effect is a to-
pological effect where a charged particle (for example an
electron) traverses a loop. If the loop encloses a magnetic
flux, this will break the symmetry of the paths and introduce
a nontrivial phase. Interferometry then allows this phase to
be revealed in oscillations in the final state population, as a
function of the enclosed flux.

Here we are considering an adiabatic realization of the
electrostatic Aharonov-Bohm (EAB) effect.3%37 This effect is
named by analogy with the AB effect, but is not a topological
effect. Instead, an external electrostatic field is used to break
the symmetry of the two paths, which again gives rise to
nontrivial phases and population oscillations as a function of
the field. The EAB effect has been investigated in the context
of one-dimensional mesoscopic rings in metallic’® and semi-
conductor structures®*’ and generalized for the case where
both electrostatic and magnetostatic potentials exist.*!

We show that CTAP can be used to explore physics simi-
lar to those seen in the EAB effect. Our suggested geometry,
highly reminiscent of traditional AB rings, is shown in Fig.
1. It consists of six sites with the tunneling between sites
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FIG. 1. The interferometer structure consisting of six coupled
sites with gate-controlled TMEs Q,(¢) and Q,(z). The particle is
moved from |1) to |5) using the alternating CTAP protocol via the
two intermediate states |3,) and |3,). The control gates, labeled A,
and A, break the symmetry of the paths, leading to interference
effects seen in the final state population as a function of the mag-
nitude of the energy shifts and the total time of the transport. Note
that we assume that the energy that the electron has at each site has
been set equal.

controlled via surface control gates. The energies of the two
middle sites in each branch may also be controlled by a gate
and it is assumed that the energy of an electron at each other
site is also controlled, static, and equal. A square quantum
dot such as that examined in Refs. 42 and 43 with added
coupling to a source and drain is one possible implementa-
tion of this structure. Aharonov-Bohm-like oscillations in an
adiabatic passage four dot ring in the presence of a magnetic
field has also been considered.**

The device shown in Fig. 1 is analogous to a Mach-
Zehnder interferometer where the final state population ob-
served is dependent on the interference condition created by
the gate-controlled energy shifts on either arm. Because of
the deep analogy between this structure and that of quantum
optical systems, we shall refer to the energy shifts of these
donors as detunings. The detuning on the middle sites is
controlled individually by gates and plays a similar role to
the phase difference between the two arms of the Mach-
Zehnder interferometer. Here we are investigating the pas-
sage of a single electron traveling through the device in some
superposition of the two pathways. Where the detuning is
different in the two paths there will be different phase accu-
mulated by the electron, which is exhibited in the interfer-
ence pattern in the final state population of the end-of-chain
site. The device we consider uses adiabatic passage as the
means of transport. This provides interesting flexibility and a
rich phase space to explore. In particular this six-dot geom-
etry is the simplest topology that permits both adiabatic pas-
sage and a nontrivial loop. Furthermore, our model shows an
interesting interplay between adiabatic and nonadiabatic fea-
tures, as is discussed below.

In our proposed quantum dot geometry, the tunneling ma-
trix elements (TMEs) are controlled via surface gates using
the alternating coupling scheme with counterintuitive pulse
ordering (described below), a variation in the CTAP protocol
called alternating CTAP (ACTAP). This geometry has been
investigated in linear chains for quantum dots'® and in the
context of a five donor Si:P device.*> Again, we do not wish
to explore the microscopic details of particular implementa-
tions too strongly, instead focusing on the physics that can be
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demonstrated in all potential platforms. Because of the wide
range of possible implementations, we do not treat decoher-
ence here, although its effect will be to wash out the inter-
ference patterns.

II. ANALYTICS AND MODELING

To explore the dynamics of the ACTAP interferometer, we
write the Hamiltonian for this system as:

H = O ([1C2] + [3,0464] + 320(4]) + Qa(12)(3.] + [2)(3,
+[4)5]) + Hoe. + A, 3,03, + Ag32034. (1)

where ), and (), are the gate-controlled TMEs and A, A,
the energy detunings of sites |3,) and |3,), respectively, and
f has been set to 1. In general the TMEs between nearest
neighbors will be independent, however by construction; we
have chosen gate values that ensure the form of the Hamil-
tonian shown in Eq. (1). This form is necessary to enforce
the ideal ACTAP coupling scheme. It should be realized,
however, that complete symmetry is not required. The AC-
TAP scheme has some robustness to variations from the ideal
case, and this was explored for the linear ACTAP chain in
Ref. 45. The choice of equality greatly simplifies the analysis
and encapsulates all of the physics of CTAP. Indeed this is
the simplest coupling scheme that provides interferometry
with a nontrivial loop and CTAP coupling. For simplicity, we
choose squared sinusoid functions for the form of the TMEs:

Tt
‘Q’lzﬂl max Sin2< >’

tmax

Tt
92 = Q2 max COSZ( ) 5 (2)
2tmax
where Q) 12x=0 max=max 18 depicted in Fig. 2(a).
In the case A,=A,=0 the time dependent eigenvalues of
the Hamiltonian are

- \/3Q%+3Q§—v’ﬂj+ 140202 1 O

V2

E,+ =

V30343034107 + 140}03 + O

, 3
B 3)

where E is doubly degenerate. These eigenvalues are plotted
in Fig. 2(b), along with eigenspectra with nonzero detuning
for selected values of A,=—A,, for comparison. The corre-
sponding states are labeled |D(()+)>, DY), |D.), and |D,.).
They are in general difficult to represent in closed form,
however the eigenvalues order naturally, and these are indi-
cated in Fig. 2(b). In certain limits we may extract some
useful information about these states and some of these will
be given below. These plots illustrate the lifting of the de-
generacy of the | D) states with detuning, in these cases with
opposite detunings, i.e., A,=—A,.
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FIG. 2. (a) Tunneling matrix elements ;(z) and Q,(7), effecting
the counterintuitive pulse sequence. (b) Eigenspectra with varying
detuning, A,=A;=0 (solid lines), A,=—A;=0.25Q,,, (dashed), and
A,=—A;=0. (dotted). The eigenstates can be ordered as indi-
cated. The double degeneracy of the null space is lifted with non-
zero detunings of the central sites, we arbitrarily label the more
energetic eigenstate of the pair |D§)+)>, and the less energetic |D(()_))

To enact the CTAP protocol we initialize the device so
that the particle occupies site |1) at r=0, and apply an alter-
nating pulse sequence in the counterintuitive ordering along
the chain to effect population transfer. Conventional CTAP in
linear devices (e.g., the straddling*?' or alternating
schemes)'®% works by adiabatically transforming the null
state from this initial state to the desired output state. Al-
though in general there is no null state in our scheme, the
adiabatic transfer still works analogously. The evolution of
this state under the counterintuitive pulse sequence gives rise
to a smooth change in the population of the sites from [1) at
t=0 to |5) at t=t,,,,. Since we are using the alternating cou-
pling scheme there is a transient occupation of |3,) and |3,)
during the protocol. In the straddling scheme*?! occupation
of all the intermediate sites along the chain is strongly sup-
pressed limiting its effectiveness for interferometric sensing.
Note that as the degeneracy of the central sites, |3,) and |3,),
is broken by the gate induced detunings, interference will be
observed in certain regions of phase space. This interference
is the effect that we are seeking to understand and exploit in
this work.

To examine the effect of the detunings on the final state
population for the six-site system we numerically solve the
Schrodinger equation in Eq. (1) for the final state population
of |5) after the CTAP pulse sequence has been performed in
a finite time, long enough to ensure adiabatic transfer in the
zero detuning case, as a function of the detunings on the
middle sites. The results of this calculation are shown in Fig.
3. This map of the final state population (pss) shows several
regimes of interest. There is a prominent “cross” of high-
fidelity transport where either A, =0 or A,=0. This region is
governed by adiabatic time scales, and is discussed in Sec.
III. Superimposed on this, is a line of alternating high- and
low-fidelity regions where A, =—A . This line corresponds to
the EAB effect and is governed by nonadiabatic oscillations,
and is discussed in Sec. I'V.
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FIG. 3. (Color online) Map of the final state population (pss) for
finite time showing the regions of adiabatic and nonadiabatic evo-
lution. Dark regions indicate high-fidelity transfer, the result of
adiabatic evolution. Light regions indicate where the transport is
low-fidelity transfer. Note the overall “cross” of high-fidelity adia-
batic transfer, with the EAB like oscillations along the line A,=
-A,

III. ONE ARM WITH LARGE DETUNING,
OTHER QUASIRESONANT

The main adiabatic feature of the system mapped out in
Fig. 3 is the central cross region of high-fidelity transfer. It is
most clearly observed where at least one of the middle site
detunings is zero we have an adiabatic pathway that is simi-
lar to that of the simpler case with only one path as discussed
in Refs. 18 and 45. To examine the width of the high-fidelity
region we consider the case where one detuning is taken to
infinity as in this case we can retrieve some relatively simple
analytical expressions. In this limit we recover a five-site
system with detuning on the middle site and we explore the
dependence of the adiabaticity on the detuning of the central
site. Since the system is symmetric, the width of the central
cross feature is the same for the vertical and horizontal axes.
We are not aware of this case being treated previously in
studies of alternating coupling schemes for adiabatic pas-
sage. It is more conventional to consider detunings for states
without any population (in our case the even numbered
sites), or the end of chains, and so this case represents an
interesting alternative detuning regime, which appears well
suited to interferometric applications.

Without detuning the eigenstates are eigenvectors of the
five-site chain can be fairly easily represented, as is done in
Ref. 45, but the central site detuning makes this problematic.
However, we can write down the states in appropriate limits,
namely, at the extrema of the protocol and in the middle
(when the adiabaticity is highest) as a series in the detuning,
A. Note that for consistency, we shall keep the notation | D)
for the CTAP transport state, and the other eigenstates simi-
larly labeled, however as mentioned above, there is no longer
a null state with A #0.

At the beginning of the protocol, =0, we have ;=0 and
the eigenvalues and eigenvectors are:

A
Et = =+ QZ’ EZi = =x QZ - E + O[A]z, (4)
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|DO>=|1>5 (5)

D)= = (4) + |s)), (6)
\r'2

(i 1- 2%2 + O[A]2>|2> +3)

A
+ — 2
\/2_ Q2+O[A]

and at the end of the protocol, r=t,,,,, we have ,=0 and

|D2i> = s (7)

A
E0=0, Ei= x Ql’ E2i= in—E"FO[A:P, (8)
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(t 1- 2%1 + O[A]2>|3>+ |4)

|D2i>= (11)

A
2+ — 4+ O[AT
2o
The more interesting case is at the midpoint of the transport

protocol, i.e., t=t,./2, and for simplicity, setting Q;=Q,
=0/ 2, we have

A b ‘Qmax \'EQmax A
E0=—+O[A], E.==* , Eyy=Ff—""+4+—

3 2 2 3

+ O[AT, (12)

A
0=+ 19+ [ 22+ 08P (24140

Do) = :%X ,
D)= 50 = 2, (10) D)=3(0 =12 % [4)-I5). (19
|
= A
(1Y +15)) + (i V3 + 30 + (’)[A]z)(|2>+ [4)) + (2 + Etl + O[A]2)|3>
D,.) = e A . (15)
8AV3
\/12+ 0 L O[AP

To quantify the adiabatic transfer in this five-site limit, and
thereby gain insight over the adiabatic cross, we use the adia-
baticity parameter defined for the five-site configuration

‘w 2 ipy
~ —+ ot 0

A= (16)

|E+ _EO|2

For adiabatic evolution of the system we require A<<1. Ap-
plying a detuning to the central site the adiabaticity changes
and may shift the system out of the adiabatic regime. Nu-
merically one sees the increase in the adiabaticity parameter
with increasing A as is shown in Fig. 4. High fidelity transfer
(low A) occurs over a range of detunings. The effect of the
detuning has been examined for STIRAP (Ref. 1) and for
straddling CTAP in Ref. 4. However it is worth noting that
these cases are different from the one we are considering at
present, as the other treatments examine energy shifts of
states with vanishing occupation. Here, the populations are
explicitly nonzero due to the construction of the alternating
coupling scheme, increasing the effect of the detuning. This
is an important feature and in fact necessary to achieve an
interferometric readout signature. With the sinusoidal pulse

scheme, the maximal value of the adiabaticity occurs at ¢
=tmax/ 2 Q1 max=0 max=Qmax> and A=0, we find®

0 01 02 03 04 05

AlQmax]

FIG. 4. Maximum adiabaticity through the protocol as a func-
tion of middle site detuning for ACTAP in a five-site system, cor-
responding to the case in the interferometer where one detuning has
been taken to %. The solid line is the numerical determination, Eq.
(16) and the dashed is the analytical result to second order in A, Eq.
(19). The smooth increase in adiabaticity correlates to the smooth
reduction in fidelity seen in Fig. 3 in the zones where A, and A,
have the same sign.
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FIG. 5. (Color online) (a) Final state population as a function of
total time for antisymmetric detunings (A,=-A,). As the total time
increases we may resolve more instances of interference when the
accumulated phase difference between the two paths is 7/2. (b)
Trace of the final state population as a function of A, for the maxi-
mum time shown in (a).

4T
A=—F=—"—". (17)
VSQmaxtmaX

To include the effect of the detuning on the adiabaticity we
perform a series expansion on the adiabaticity in A. The
adiabaticity parameter, to second order in A is

4 207A 567A?
= + V) + =3
\“’3Qmaxtmax 3\"3‘0’ Tmax 9\39 I max

max’ max

A=

. (13)

This form of the adiabaticity parameter is plotted in Fig. 4
and compared with a full numerical calculation of A.

IV. INTERFEROMETRY IN THE SIX-SITE SYSTEM

Returning to the map of final state population as a func-
tion of the middle site detunings in Fig. 3, as well as the
central cross feature there is also the line of low-fidelity re-
gions across the A,=—A, diagonal where we see nonadia-
batic evolution. Along this line we see regions of low-fidelity
transfer superimposed upon the region where we expect high
fidelity. The position and number of these areas vary with the
total time, as is shown in Fig. 5. We see that as the total time
is increased, the frequency of the nonadiabatic oscillations
increases with increasing detuning.

We can understand the interference by considering the
eigenspectrum with nonzero detuning, in particular focusing
on the lifting of the null state degeneracy. As we see in Fig.
2(b) when the sites are oppositely detuned (A,=-4,), the
states |D)=|D) are degenerate at the start and end, but
are split evenly during the protocol and it is the population
oscillations between these states which will be important,
rather than the adiabaticity treated in Eq. (19). To first order
in A, at the midpoint of the protocol we find
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FIG. 6. (Color online) (a) Derivative of the final state population
with respect to A,. Regions with a large rate of change may be
considered useful for charge sensing applications. The very light
regions are of high negative derivative and dark regions high posi-
tive derivative. The presence of a charge will alter the final state
population due to its effect on the energy of the detuned site |3,) or
|3,) in the arm being used as the sensor. (b) Dependence of the
sensitivity (derivative of the final state population) on #,,.

. A
Eg_)= =, (19)
V5

. 1 A
D6 = | (D50 = = —(2)+ 4)

V5 V5 Qnax
1 = 1 —
+ 5(— 1 FV5)[3,)+ 5(—1 +=\5)3,) . (20)

The interference observed in the final state population can be
understood as resulting from the electron undergoing
Landau-Zener oscillations between these two states as the
Hamiltonian is evolving with the protocol. The nonadiabatic
behavior can be thought of as arising due to the total protocol
time required for the system to be able to resolve these two
states. That is, when the total time is large compared to the
energy gap between them the system is able to resolve the
lifted degeneracy of the null states. This energy gap depends
on the detunings of the central sites. Empirically, we find for
a given time f,,,,, maxima in the transfer fidelity occur when

A= 1)

tmax
where A, is the detuning of the n™ maximum with A,
=+ A,=F A, and a factor f~20 which has been determined
empirically. Since the states we are interested in are approxi-
mately parallel, a doubling in the total time will correspond
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approximately to a doubling in the frequency. Since these
oscillations are periodic the nonadiabatic behavior will also
be periodic in the total time. This is plotted in Fig. 5 where
we see very clear linear relations on a log-log scale, except in
the large A limit. With increasing detuning there is an overall
reduction in fidelity, as the barrier between sites 1 and 5
increases, thereby suppressing population transfer. This ef-
fect is most evident in the lower-fidelity transport regions
outside the central cross feature in Fig. 3.

The distinct regions of adiabatic and nonadiabatic behav-
ior suggest that such a device might be interesting for charge
sensing. Mapping out the rate of change in the final state
population with respect to one detuning, as shown in Fig. 6,
we can identify device detuning configurations which will
display a large response to any change in the energy level of
the one of the middle sites due to a charge being in close
proximity. Using one arm as the detector arm and selecting a
detuning configuration which will show this large response
we can see that the final state populations respond to the
presence of a nearby charge. Figure 6(b) also shows the de-
pendence of the sensitivity on time for the first fringe from
Fig. 6(a). The sensitivity of the interferometer at these oper-
ating points scales linearly with the total protocol time.

V. CONCLUSION

Mapping of the final state population of a 6 site CTAP
interferometer in an electrostatic Aharonov-Bohm style ge-
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ometry shows an interesting interplay between adiabatic and
nonadiabatic transport of an electron in the device. We may
tune the device between these two regimes easily by modi-
fying the total protocol time for the CTAP transport or by
changing the on-site energy of the middle sites in the two
different paths. We have modeled the behavior of this device
and the dependence of the detuning on the adiabaticity. We
see effects similar to electrostatic Aharonov-Bohm oscilla-
tions as seen in the periodic behavior of the final state popu-
lation when the two paths have opposite detuning. In some
configurations a small alteration to the energy of a site will
result in the device being shifted from adiabatic transfer to
nonadiabatic. This is seen in a large change in the final state
population. Such sensitivity suggests a device which may
also offer opportunities for charge sensing applications.

ACKNOWLEDGMENTS

We thank Andy Martin and David Jamieson for useful
discussions and careful proofreading of the manuscript.
A.D.G. acknowledges the Australian Research Council for
financial support under Project No. DP0880466. This work
was supported by the Australian Research Council, the Aus-
tralian Government, and the U.S. National Security Agency
(NSA) and the Army Research Office (ARO) under Contract
No. WI11NF-08-1-0527.

*Imjong @unimelb.edu.au

1V, Vitanov, T. Halfmann, B. Shore, and K. Bergmann, Annu.
Rev. Phys. Chem. 52, 763 (2001).

2L, C. L. Hollenberg, A. S. Dzurak, C. Wellard, A. R. Hamilton,
D. J. Reilly, G. J. Milburn, and R. G. Clark, Phys. Rev. B 69,
113301 (2004).

3A. D. Greentree, S. G. Schirmer, F. Green, L. C. L. Hollenberg,
A. R. Hamilton, and R. G. Clark, Phys. Rev. Lett. 92, 097901
(2004).

4A. D. Greentree, J. H. Cole, A. R. Hamilton, and L. C. L. Hol-
lenberg, Phys. Rev. B 70, 235317 (2004).

5C. Emary, Phys. Rev. B 76, 245319 (2007).

ST. Brandes, Phys. Rep. 408, 315 (2005).

7R. G. Clark, R. Brenner, T. M. Buehler, V. Chan, N. J. Curson,
A. S. Dzurak, E. Gauja, H. S. Goan, A. D. Greentree, T. Hallam
et al., Philos. Trans. R. Soc. London 361, 1451 (2003).

81.. Gaudreau, S. A. Studenikin, A. S. Sachrajda, P. Zawadzki, A.
Kam, J. Lapointe, M. Korkusinski, and P. Hawrylak, Phys. Rev.
Lett. 97, 036807 (2006).

°M. C. Rogge and R. J. Haug, Phys. Rev. B 77, 193306 (2008).

10S. Amaha, T. Hatano, T. Kubo, S. Teraoka, Y. Tokura, S.
Tarucha, and D. G. Austing, Appl. Phys. Lett. 94, 092103
(2009).

D, Schréer, A. D. Greentree, L. Gaudreau, K. Eberl, L. C. L.
Hollenberg, J. P. Kotthaus, and S. Ludwig, Phys. Rev. B 76,
075306 (2007).

121.. Gaudreau, A. S. Sachrajda, S. Studenikin, A. Kam, F. Del-
gado, Y. P. Shim, M. Korkusinski, and P. Hawrylak, Phys. Rev.

B 80, 075415 (2009).

3K. Grove-Rasmussen, H. 1. Jgrgensen, T. Hayashi, P. E. Linde-
lof, and T. Fujisawa, Nano Lett. 8, 1055 (2008).

14W. H. Lim, H. Huebl, L. H. W. van Beveren, S. Rubanov, P. G.
Spizzirri, S. J. Angus, R. G. Clark, and A. S. Dzurak, Appl.
Phys. Lett. 94, 173502 (2009).

15S. Longhi, J. Phys. B 40, F189 (2007).

165, Longhi, G. Della Valle, M. Ornigotti, and P. Laporta, Phys.
Rev. B 76, 201101(R) (2007).

7G. Della Valle, M. Ornigotti, T. T. Fernandez, P. Laporta, S.
Longhi, A. Coppa, and V. Foglietti, Appl. Phys. Lett. 92,
011106 (2008).

18D, Petrosyan and P. Lambropoulos, Opt. Commun. 264, 419
(2006).

19]. H. Cole, A. D. Greentree, L. C. L. Hollenberg, and S. Das
Sarma, Phys. Rev. B 77, 235418 (2008).

20T, Opatrny and K. K. Das, Phys. Rev. A 79, 012113 (2009).

2L, C. L. Hollenberg, A. D. Greentree, A. G. Fowler, and C. J.
Wellard, Phys. Rev. B 74, 045311 (2006).

22R. Rahman, S. H. Park, J. H. Cole, A. D. Greentree, R. P. Muller,
G. Klimeck, and L. C. L. Hollenberg, Phys. Rev. B 80, 035302
(2009).

23]. A. Van Donkelaar, A. D. Greentree, L. C. L. Hollenberg, and
D. N. Jamieson, arXiv:0806.2691 (unpublished).

243, Siewert, T. Brandes, and G. Falci, Opt. Commun. 264, 435
(2006).

25K. Eckert, M. Lewenstein, R. Corbaldn, G. Birkl, W. Ertmer, and
J. Mompart, Phys. Rev. A 70, 023606 (2004).

035311-6



INTERFEROMETRY USING SPATIAL ADIABATIC...

20K . Eckert, J. Mompart, M. Lewenstein, R. Corbaldn, and G.
Birkl, Opt. Commun. 264, 264 (2006).

27E. M. Graefe, H. J. Korsch, and D. Witthaut, Phys. Rev. A 73,
013617 (2006).

M. Rab, J. H. Cole, N. G. Parker, A. D. Greentree, L. C. L.
Hollenberg, and A. M. Martin, Phys. Rev. A 77, 061602(R)
(2008).

29F. Renzoni and T. Brandes, Phys. Rev. B 64, 245301 (2001).

307, Siewert and B. Brandes, Advances in Solid State Physics
(Springer, Berlin, 2004) Vol. 44, p. 1248.

3L A. D. Greentree, S. J. Devitt, and L. C. L. Hollenberg, Phys. Rev.
A 73, 032319 (2006).

328, J. Devitt, A. D. Greentree, and L. C. L. Hollenberg, Quantum
Inf. Process. 6, 229 (2007).

3E. Buks, R. Schuster, M. Heiblum, D. Mahalu, and V. Umansky,
Nature (London) 391, 871 (1998).

3Y. Ii, Y. Chung, D. Sprinzak, M. Heiblum, D. Mahalu, and H.
Shtrikman, Nature (London) 422, 415 (2003).

3D. Chang, G. Khym, K. Kang, Y. Chung, H. Lee, M. Seo, M.

PHYSICAL REVIEW B 81, 035311 (2010)

Heiblum, D. Mahalu, and V. Umansky, Nat. Phys. 4, 205
(2008).

36, Aharonov and D. Bohm, Phys. Rev. 115, 485 (1959).

3T. H. Boyer, Phys. Rev. D 8, 1679 (1973).

385, Washburn, H. Schmid, D. Kern, and R. A. Webb, Phys. Rev.
Lett. 59, 1791 (1987).

%S. Datta, M. Melloch, S. Bandyopadhyay, and M. Lundstrom,
Appl. Phys. Lett. 48, 487 (1986).

Op G. N. de Vegvar, G. Timp, P. M. Mankiewich, R. Behringer,
and J. Cunningham, Phys. Rev. B 40, 3491 (1989).

41D. Takai and K. Ohta, Phys. Rev. B 48, 1537 (1993).

42C. E. Creffield, W. Hiusler, J. H. Jefferson, and S. Sarkar, Phys.
Rev. B 59, 10719 (1999).

43]. H. Jefferson, M. Fearn, D. L. J. Tipton, and T. P. Spiller, Phys.
Rev. A 66, 042328 (2002).

4“4 E. Alcobi, Master’s thesis, The Technion-Israel Institue of Tech-
nology (2007).

L. M. Jong, A. D. Greentree, V. I. Conrad, L. C. L. Hollenberg,
and D. Jamieson, Nanotechnology 20, 405402 (2009).

035311-7



